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Abstract

Existing few-shot learning approaches are based on either meta-learning or metric-learning, which would suffer if the tasks have varying numbers of classes and/or the tasks diverge significantly. We propose meta metric learning to deal with the limitations of the existing few-shot learning approaches. Our meta metric learning approach consists of two components, task-specific learners that exploit metric learning to handle flexible numbers of classes across tasks, and a meta-learner that learns and specifies the metrics in the task-specific learners. We test our approach in the new realistic few-shot setting with more diverse tasks and flexible class numbers and obtains superior performance.

1 Introduction

Few-shot learning [10][8][7] was proposed to learn classifiers for new classes with only a few training examples per class. The few-shot learning idea has recently been combined with the deep learning techniques in two main lines of researches: (1) learning metric/similarity from multiple few-shot learning tasks with deep networks (metric learning)[6][14]; and (2) learning a meta-model on multiple few-shot learning tasks, which could be then used to predict model parameters given a new few-shot learning task (meta learning) [4][13][11].

Both metric-learning and meta-learning based few-shot learning have achieved successes in the so-called “k-shot, N-way” scenario, in which each few-shot learning task has the same N number of classes and each class has k training instances. However, such simplified “N-way” setting is far from the realistic scenario in many real-world few-shot learning applications. Existing meta-learning approaches build on the “N-way” simplification to let the meta-learner predict same-shaped parameter matrices of homogeneously-structured task-specific classifiers (e.g. the weights of task-specific neural networks). On the other hand, the metric-learning approaches allow different number of classes per task, but they usually require all the tasks coming from a single domain to ensure that a uniform metric works for all the tasks. However, because of the variety of tasks, the optimal metric will also vary across tasks. The learned task-invariant metric would fail if the tasks diverge.

We propose meta metric learning to deal with the limitations of existing few-shot learning approaches. Our meta metric learning approach consists of two components, task-specific learners that exploit metric learning to handle flexible numbers of classes across tasks, and a meta learner that learns and specifies the metrics in the task-specific learners. The meta learner that operates across tasks uses an LSTM-based architecture to discover good parameters of gradient decent in task-specific metric learners. The task-specific metric learners exploit the state of the art metric learning few-shot learning approach, Matching Networks [13], to parameterize the task metrics using the weight predicition from the meta-learner. Our meta metric learner model is able to handle unbalanced classes in meta-train and meta-test sets as the usage of Matching Network as well as to generate task-specific metrics leveraging the weight prediction of the meta-learner given task instances. Our meta metric learning approach combines the merits of both meta-learning and metric-learning approaches to address realistic few-shot learning problems where the tasks could have various numbers of classes and come from different domains.
2 Meta Metric Learner for Few-Shot Learning

The meta metric learning training algorithm is shown in Algorithm 1. Following the notation in [13], the data consists of three parts, \( \mathcal{D}_{\text{meta-train}} \), \( \mathcal{D}_{\text{meta-valid}} \) and \( \mathcal{D}_{\text{meta-test}} \), each \( \mathcal{D} \) is a set of few-shot learning tasks. Generally, in real applications, the number of classes in \( \mathcal{D}_{\text{meta-train}} \) is different from that in \( \mathcal{D}_{\text{meta-test}} \). Our proposed model, meta-metric learner, consists of two components: (1) the base learner, matching network [14], \( M(\cdot; \theta) \), which is trained as a task-specific classifier on every few-shot task sampled from \( \mathcal{D}_{\text{meta-train}}, \mathcal{D}_{\text{meta-valid}} \) or \( \mathcal{D}_{\text{meta-test}} \). The matching networks can tackle class-unbalanced few-shot learning problems; (2) an LSTM-based meta-learner \( R(\cdot; \Theta) \) [13], which guides the training of base metric-learner in order to achieve task-specific metric given a few-shot learning task.

**Algorithm 1 Meta-Training Algorithm for the Meta Metric Learner**

**Require:** Meta-train set \( \mathcal{D}_{\text{meta-train}} \)

1: Initialize meta-Learner \( R \) with parameters randomly initialized \( \Theta_0 \)
2: for \( d = 1, n \) do
3: \( D^d_{\text{train}}, D^d_{\text{test}} \leftarrow \text{random sampled dataset from } \mathcal{D}_{\text{meta-train}} \)
4: Initialize a matching network \( M(\cdot; \theta_0) \), with \( \theta_0 \leftarrow c_0 \)
5: Divide \( D^{d}_{\text{train}} \) to a support set \( D^{d}_{S} = \{(x_t, y_t)\} \) and a standard training set \( D^{d}_{T} = \{(x_t, y_t)^{T}_{t=1}\} \)
6: for \( t = 1, T \) do
7: \( x_t, y_t \leftarrow \text{random batch sampled from } D^{d}_{T} \)
8: \( L_t \leftarrow \mathcal{L}(M(x_t; D^{d}_{S}, \theta_{t-1}); y_t) \)
9: \( c_t \leftarrow R(\nabla_{\theta_{t-1}} L_t, L_t); \Theta_{d-1}) \), \( \theta_t \leftarrow c_t \)
10: end for
11: \( \mathcal{L}_{\text{test}} \leftarrow 0 \)
12: for \( x, y \in D^d_{\text{test}} \) do
13: \( \mathcal{L}_{\text{test}} \leftarrow \mathcal{L}_{\text{test}} + \mathcal{L}(M(x; S; \theta_T), y) \)
14: end for
15: Updating \( \Theta_d \) using \( \nabla_{\theta_{d-1}} \mathcal{L}_{\text{test}} \)
16: end for
17: Return \( \Theta_n \)

**Meta-Learner Training on \( \mathcal{D}_{\text{Meta-train}} \)** At time step \( t \), the meta metric learner \( R(\cdot; \Theta) \), which is an LSTM with parameter \( \Theta \) in this work, receives its input as the stochastic gradient of the base learner on the \( t \)-th training instance, concatenated with the loss made by the base learner at \( t \)-th step; and its cell state vector \( c_t \) corresponds to the base learner’s parameters \( \theta_t \) updated at the \( t \)-th step. Therefore, after the meta-learner passed a few-shot learning task with \( T \) training instances in total, we have a base learner \( M(\cdot; c_T) \) guided by the meta-learner.

The meta-learner’s parameters \( \Theta \) are trained on \( \mathcal{D}_{\text{meta-train}} \) to optimize the test performance of the base learners \( M(\cdot; c_T) \) given the training data of the sampled few-shot tasks. Specifically, we iteratively sample a task \( d \) with two data sets from \( \mathcal{D}_{\text{meta-train}} \) (line 2): \( D^d_{\text{train}} \) that would be used to train the task-specific base learner \( M(\cdot; \theta) \) (line 4-11, see the next paragraph for details) and \( D^d_{\text{test}} \) that would be used to evaluate the performance of the learned \( M(\cdot; \theta_T) \) (line 12-15). Finally, we use the loss of \( \theta_T \) evaluated on \( D^d_{\text{test}}, \mathcal{L}_{\text{test}} \), to update the parameter of the meta learner \( R(\cdot; \Theta) \) via gradient descent (line 16).

**Base-Learner Training (for both Meta-Training and Meta-Testing)** Each few-shot learning task from \( \mathcal{D}_{\text{meta-train}} \) or \( \mathcal{D}_{\text{meta-test}} \) contains a training set \( D_{\text{train}} \), which can be used to train the base learners. With a meta-learner \( R(\cdot; \Theta) \) and \( D_{\text{train}} \), we first divide \( D_{\text{train}} \) into two subsets (line 5): a supporting set \( D_{S} \) and a standard training set \( D_{T} \). In every iteration, we sample training instance \( (x, y) \) from \( D_{T} \). We compare \( x \) with the instances in \( D_{S} \) with the metric learned by \( M(\cdot; \theta) \), and select the label \( y' = M(x, S; \theta) \) that has the class instance \( x' \in S \) closest to \( x \) (line 8). During meta-training, the meta learner takes the loss on the prediction \( \mathcal{L}(y', y) \) and the gradient of the loss as inputs to update the parameters of the base learner (line 9). Similar training process during meta-testing is shown in Algorithm 2 (line 5-10).

**Dealing with the One-Shot Difficulty with Auxiliary Data** When using the meta-learner to update the parameters of base learner on a few-shot learning task \( D_{\text{train}} \) from \( \mathcal{D}_{\text{meta-test}} \), we need to divide \( D_{\text{train}} \) to a support set \( D_{S} \) and a standard training set \( D_{T} \), in order to compute the loss and its gradient. This means that each few-shot training set \( D_{\text{train}} \) must contain more than one instance for each class label, i.e. the method could only directly handle \( k \)-shot problems with \( k \geq 2 \).
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Algorithm 2 Meta-Testing Algorithm for the Meta Metric Learner

Require: $k$-shot task ($D_{train}, D_{test}$) $\in D_{meta-test}$, auxiliary set $D_{aux}$ (optional), meta metric learner $R(\cdot; \Theta)$
1: Initialize a matching network $M(\cdot; \theta_0)$, initialize $\theta \leftarrow \theta_0$
2: for $(D_{train}^t, D_{test}^t)$ randomly sampled from $\{(D_{train}, D_{test})\} \cup D_{aux}$ do
3: if $D_{train}^t$ is a one-shot task then continue
4: Divide $D_{train}^t$ to a support set $D_{support}^t = \{(\hat{x}_t, \hat{y}_t)\}$ and a standard training set $D_{train}^t = \{(x_t, y_t)_{t=1}^T\}$
5: $\theta_0 \leftarrow \theta$
6: for $t = 1, T$ do
7: $x_t, y_t \leftarrow$ random batch sampled from $D_{train}^t$
8: $L_t \leftarrow L(M(x_t, D_{support}^t; \theta_{t-1}), y_t)$
9: $c_t \leftarrow R(\nabla_{\theta_{t-1}} [L_t, L_t]; \Theta), \theta_t \leftarrow c_t$
10: end for
11: $\theta \leftarrow \theta_T$
12: end for
13: return $\theta$

In order to handle one-shot learning problems in our model, we propose to borrow instances from
other tasks to update the parameters of the base learner. Specifically, we construct a set of auxiliary

3 Experiments and Results

Datasets. 1) Omniglot: a public few-shot learning benchmark. The data comes with a standard split
of 30 training alphabets with 964 classes and 20 evaluation alphabets with 659 classes. Each of these
was hand drawn by 20 different people. The large number of classes (characters) with 20 data per
class. 2) Sentence Classification Service (SCS): The data is from an on-line service which trains

We created few-shot learning tasks from both the benchmarks: we split the data with 1) 50%, 20%,
and 30% classes (5 vs. 3 split) and 2) 30%, 20%, and 50% classes (3 vs. 5 split) for meta-training,
meta-validation and meta-testing. As a result, the meta-learners or the metric models are trained and
tested with tasks containing different numbers of labels. The previous $k$-shot, $N$-way meta-learner
could be still applied to case 1), by setting dummy labels during meta-testing thus make the meta-
training/testing work on the same number of classes again. However the case 2) is challenging for
previous meta-learners since the number of classes in meta-train is smaller than meta-test.

Baseline Models. The first baseline is our own implementation of Matching Network with the fully-

CNN architectures. We exploit two different CNN architecture used in all the methods: 1) for text,
we used a simple yet powerful CNN [5] as the embedding function, which consists of a convolution
layer and a max-pooling operation over the entire sentence for each feature map. The model uses
multiple filters with varying window sizes $h(h = 3, 4, 5)$. Word embedding are initialized with
100-dimensional Glove embeddings trained on 6B corpus from [12]; 2) for image, the 2D CNN
architecture in [14] is used, which consists of a stack of modules, a $3 \times 3$ convolution with 64 filters
followed by batch normalization, a ReLu non-linearity and $2 \times 2$ max-pooling.

Hyper-parameters. There are several hyper-parameters required for meta-learner, matching network
and CNNs. All of them are tuned on the meta-validation set.

Standard Few-Shot Learning Results (Meta-Testing with Single Tasks) First we demonstrate
the effectiveness of our meta metric learner in the standard few-shot learning settings on Sentence
Classification Service and Omniglot datasets. Since no auxiliary set $D_{aux}$ is available in this setting,
Table 1: Average classification accuracies on SCS and Omniglot in the heterogeneous setting.

<table>
<thead>
<tr>
<th>Model</th>
<th>SCS</th>
<th>5 vs. 3 split</th>
<th>3 vs. 5 split</th>
<th>Omniglot</th>
<th>5 vs. 3 split</th>
<th>3 vs. 5 split</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2-shot</td>
<td>4-shot</td>
<td>2-shot</td>
<td>4-shot</td>
<td>2-shot</td>
<td>4-shot</td>
</tr>
<tr>
<td>Matching Network</td>
<td>59.57%</td>
<td>68.91%</td>
<td>48.74%</td>
<td>57.31%</td>
<td>96.50%</td>
<td>97.39%</td>
</tr>
<tr>
<td>Meta-learner LSTM</td>
<td>60.15%</td>
<td>69.06%</td>
<td>-</td>
<td>-</td>
<td>96.54%</td>
<td>97.45%</td>
</tr>
<tr>
<td>Meta Metric-learner</td>
<td>61.27%</td>
<td>69.58%</td>
<td>50.56%</td>
<td>59.02%</td>
<td>97.38%</td>
<td>98.47%</td>
</tr>
</tbody>
</table>

we need to perform $k \times 2$-shot learning ($k = 1, 2$). For each class, we equally split its samples into the support set and the standard training set. We evaluate our models on both the 5 vs. 3 and the 3 vs. 5 settings. We use all classes in $D_{\text{meta-train}}$ and $D_{\text{meta-test}}$, which is different from $k$-shot,$N$-way setting. For both splits, the validation set is used to adjust the hyper-parameters. To have a fair comparison, all the baselines are trained with $k \times 2$ samples per class according to their own recipes.

Table 2: Average accuracy on the 1-shot SCS tasks with the usage of auxiliary data.

<table>
<thead>
<tr>
<th>Model</th>
<th>Additional Data</th>
<th>5 vs. 3 split, 1-shot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matching Network</td>
<td>Y</td>
<td>53.16%</td>
</tr>
<tr>
<td>Meta-learner LSTM</td>
<td>N</td>
<td>56.98%</td>
</tr>
<tr>
<td>Meta Metric-learner</td>
<td>Y</td>
<td>57.92%</td>
</tr>
</tbody>
</table>

For SCS, all 10 tasks are used in the evaluation and the results are shown in Table 1. All the results are measured after 10 runs. In all for settings, our model outperforms the two baselines (note that meta-learner LSTM does not work for the 3 vs. 5 split), showing that (1) our model could better handle the varying numbers of labels case compared to meta-learner LSTM; and (2) by learning task-specific metric, our model could outperform the standard matching network.

On Omniglot set, we randomly choose 20 tasks from the whole tasks for evaluation. Same setting and data split are used as in SCS. The results are reported after 15 runs and described in Table 1. Similar trend is observed: the performance of meta metric-learners are better than others.

One-Shot Learning with Auxiliary Task Data We show the results of our meta-metric learner when there is auxiliary set $D_{\text{aux}}$ available. According to Algorithm 2, the base learner is trained by the meta-learner with data from multiple tasks (including the target task data from $D_{\text{meta-test}}$ and the auxiliary task data $D_{\text{aux}}$). Therefore the meta-learner could handle the 1-shot learning.

We conduct the experiment on the SCS data, and tested the models in the 5 vs. 3 split setting so that the baseline meta-learner can be compared as well. Since all the 10 clients’ data are about travel guide service, we believe that their data belong to similar domains so they could share some common metric space. As a result, for each task from a client, we use the data from the rest 9 clients tasks as the additional auxiliary data during meta-testing. The baseline matching network is trained iteratively with one auxiliary task data each time. Since the tasks from different clients usually have different number of class labels, meta-learner LSTM can not take the additional data and could be only used to train the base learner with the target task data.

The results are shown in Table 2. Meta Metric-learners achieve the best accuracies over all the methods. Note that even with the help of additional sources, the performance of matching network is not better than meta-learner LSTM, but our meta-learning approach significantly improves the accuracy. This observation confirms that our approach does help to learn a better metric compared to standard matching network training.

4 Conclusion

We proposed the meta metric learner for few-shot learning, which uses the meta-learning method to guide the gradient optimization in matching networks. The method takes several advantages of both meta-learning and metric-learning, and is able to handle unbalanced classes as well as to generate task-specific metrics. Our idea is general and can be also employed to concurrent few-shot works [3, 9, 15, 11]. We will explore these directions in the future.
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