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can we transfer past 
experience in order to 
learn how to learn?

people can learn new skills 
extremelyquickly

about four hours about four weeks, nonstop

how?

we never learn from scratch!



The meta-learning/few-shot learning problem

A simpler, model-agnostic, meta-learning method

Unsupervisedmeta-learning
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Few-shot learning: problem formulation in pictures
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Few-shot learning: problem formulation in equations

(few shot) training set

input (e.g., image) output (e.g., label)

training set

ÅHow to read in training set?
ÅMany options, RNNs can work

test input

test label



Some examples of representations

{ŀƴǘƻǊƻ Ŝǘ ŀƭΦ άaŜǘŀ-Learning with Memory-
!ǳƎƳŜƴǘŜŘ bŜǳǊŀƭ bŜǘǿƻǊƪǎΦέ

VinyalsŜǘ ŀƭΦ άaŀǘŎƘƛƴƎ bŜǘǿƻǊƪǎ ŦƻǊ hƴŜ-
{Ƙƻǘ [ŜŀǊƴƛƴƎέ

{ƴŜƭƭ Ŝǘ ŀƭΦ άtǊƻǘƻǘȅǇƛƴƎ bŜǘǿƻǊƪǎ ŦƻǊ CŜǿ-
{Ƙƻǘ [ŜŀǊƴƛƴƎέ

ΧŀƴŘ Ƴŀƴȅ manymanyothers!



this implements the 
άƭŜŀǊƴŜŘ ƭŜŀǊƴƛƴƎ ŀƭƎƻǊƛǘƘƳέ

test input

test label

RNN-based meta-learning

ÅDoes it converge?

ÅKind of?

ÅWhat does it converge to?

Å²Ƙƻ ƪƴƻǿǎΧ

Å²Ƙŀǘ ǘƻ Řƻ ƛŦ ƛǘΩǎ ƴƻǘ ƎƻƻŘ ŜƴƻǳƎƘΚ

ÅbƻǘƘƛƴƎΧ

What kind of algorithmis learned?
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