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A Proofs of Theorems

A.1 Model Dynamics

Several observations allow us to compactly model the dynamics following SGD with momentum
on the noisy quadratic model. First, observe that the expected loss can be expressed in terms of the
variables E[6;] and V[6;]. Second, because the Hessians and noise covariances are diagonal, each

coordinate evolves independently of the others. Third, the second-order statistics of the iterate 92@
(t) (t-1)

and the velocity v; ” can be expressed in terms of the second-order statistics of thfl) and v,

Finally, E[GZ@} = ]E[mgt)] = 0 for all t. Combining these observations, we derive the dynamics of
SGD with momentum as a deterministic recurrence relation with sufficient statistics V[0()], V[v(¥)],

and Eétz) = Cov(0®, "), Note that we drop the dimension subscripts because the dimensions
evolve independently. The dynamics are as follows:

Theorem 1 (Mean and variance dynamics). The expectations of the parameter 0 and the velocity v
are updated as,

E[o+)] = nOE[p®] — («Dh)E[0WV)]
E[§¢+1] = E[6")] + B[]

The variances of the parameter 6 and the velocity v are updated as,

VD] = (u®)2V[®] + (a®Dh)2V[e1)] — QM(t)a(t)hZét’z) + (aWhe)?
t
VO] = (1 - 22 R)V[ID] + V[pt] 4 24O
Spit = u0s) — a®ORVIO] 4+ V[ptY)]

Proof. The stochastic gradient descent with momentum is defined as follows,

D = [ (Oy®) a(t)(hg(t) + ho€), €~ N(0,1)
plt+1) — () 4, (t+1)
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Dynamics of the expectation We calculate the mean of the velocity v(*+1),
E[v® Y] = E[p®ov® — a®pe®)

= tOERY] - (W R)E®) (1)
We calculate the mean of the parameter #(*+1)
E[¢+D] = E[0D)] + E[ot+)] 2)
Let’s assume the following initial conditions:
Elvg] =0
E[eo] = Eo

Then Eq. and Eq. describes how E[#(*)] changes over time ¢.

Dynamics of the variance We calculate the variance of the velocity p+1),
Vo] = V[p®o® — a®po®] 4 (oD ho)?
= V[pDo® — a®pe®] + (oD ho)?
= (u(t))QV[v(t)] + (a(t)h)2V[9(t)] —2uWa®p . Cov(e(t),v(t)) + (a(t);w)? (3)
The variance of the parameter (**1) is given by,
VO] = V[OW] + VD] + 2(uDCov(0®,v®) — D RV[H®)]) (4)
We also need to derive how the covariance of 6 and v changes over time:
Cov(e(t“), U(t+1)) - Cov((e(t) + U(t+1))7 v(t+1))
= Cov(#®), D)) 4 Y[p(t+D)]
= 1M Cov(8D,v®) — aWhV[ID] + V[p+)] (3)
Let’s assume the following initial conditions:

Cov[d®, 0] =0
Combining Eq.(3}), we obtain the following dynamics (from¢ = 0,...,T — 1):
V[v(tﬂ)] - (u(t))2v[v(t)] + (Oz(t)h)sz(t)] —2uMaOp . Cov(G(t),v(t)) + (a(t)hg)Z
V[0 = V[IO] + Vo] 4 2(u® Cov (0D, v®) — aWRV[HM))
Cov(#HD DY = D Cov (0D D) — aDRV[ID] + V]p(HHD)]

A.2 Proof of the Greedy learning rate and momentum Theorem

Univariate Case The loss at time step ¢ is,

£ — Sh(E[BC VP + Vo)

= %h [(IE[H(“] +uVERY] = (@WREHD])? + VO] + (1) V] + (oD R)PV[OW]
—2uDa®h - Cov(,v®) + (D ha)? + 2(uD Cov (8D, v D) — a(t)hV[H(t)])]
= %h [((1 — aMEPD] + uVELD))? + (1 - oWh)2VIEW] + (1) V)]
+ 25D (1 — a®WR)Cov (0D, v®) + (a(t)ha)ﬂ
1

— 5h [(1 —a®Wp)? (]Ew(f)]? + V[e@]) + ()2 (E[W)F + V[v(t)])

+2uD (1 — a®h) (E[G(t)]IE[v(t)] + Cov (6, v(t))) + (a“)ha)ﬂ



For simplicity, we denote A(-) = E[-]?> + V[-], and notice that E[§Vv(®] = E[IW]E[v(®)] +
Cov(0® v("), hence,

£+ — %h[(l704(t)h)2A(9(t))+(‘Lt(t))2A('U(t))+2p(t)(17a(t)h)E[9(t)’U(t)}+(a(t)h0)2 (6)

In order to find the optimal learning rate and momentum for minimizing £*+1), we take the derivative
with respect to ¥ and p(*), and set it to 0:

Voo LD = (1 = a®Or)A0D) - (=h) — pORE[IDvD] + o (ho)? =0
a(t)h(A(g(t)) +0?%) = A(g(t)) + p,(t)E[@(t)U(t)]
Vo L8 = W A@®) + (1 — aWR)E[HP ] =0
0 — (1 —aWh)EPH1)]

A(v®)
(1= a®p)EEOv®]
aDR(AOW) + 0?) = A(0W) — E[6® ()]
A(U(t))
a®pn (A(v(t))(A(o(t>) +02) - E[e(t)v(t)P) = A0 A(®)) — E[pOy®]2
a®* — A(Q(t))A(v(t)) _ E[@(t)v(t)]g

h (A(v®)(AOD) + 02) — E[gDv(1)]2)
High Dimension Case The loss is the sum of losses on each direction:

1
L0 =37 She| (1=aOh)? A0+ ()P A 42O (10O B o1+ (0O hicr)?|

%

Now we obtain optimal learning rate and momentum by setting the derivative to 0,

Voo L) = Z Bl (1= a®n)A@O0) - (<hi) = pORED D)+ O (hioi)?| = 0

2> (@) +(@)7)) = 32 () AE) + u® (Bl ("))

Vmc“*”:th A@) + hi(1 = PR )EB 0] = 0

e _ 21— o) B0 0]
z hiA(w")
o3 (A0 + (@07 - (D hAw)) =

(Z(hi)ZA(agt))(Zth(Uﬁt))>) _ (Z (Z hi(1— a(t)hj)E[egt)v§t)]) (hi)QE[th)vgt)})

i i J

J

20> (( O+ 09) (A - (Z(hjﬁwé”vé”])(hz->2E[e£%§”]) -
Z( hPAE) (Y hiAw)) - (Zh E00)) (h )Q]E[ag%gt)})

S ((ra)2A@) (52, hiAG )—(Z-hﬂawfvf])mi)?E[eE%Y’])

QM —
S (A0 00) (2, AT) (5 07700




A.3 Coordinate-specific Optimality in SGD

Now we consider solving the noisy quadratic problem using coordinate-specific hyperparameters.
This reduces to a one dimensional problem as each coordinate evolves independently of others. In the
vanilla SGD case, the greedy optimal learning rate is indeed optimal, in the sense that it achieves the
minimum possible loss value of any sequence of learning rates.
Theorem 2 (Optimal learning rate). For all T € N, the sequence of learning rate {aV*}] ! that
minimizes the loss at time step T, L(0T) is given by,
t
o — L()) (7
h(A(O®) + o2)

Moreover, this agrees with the greedy optimal learning rate.

Proof. Note that when all the coordinates have equal curvature and noise, the optimal learning
rate is shared across all dimensions, so that applying the greedy optimal learning rate is optimal.
Second-order methods try to precondition the problem so that the curvature is spherical. The noise
variance becomes spherical when the Fisher is a good approximation to the Hessian, so that the noise
variance matches the curvature. Therefore, one-step lookahead will work well with a sufficiently
good natural gradient method. We now consider a dynamic programming approach to solve the
problem. We formalize the optimization problem of {«;} as follows. We first denote f (*) as the
minimum expected loss at times step 7" (i.e., under the optimal learning rate) as a function of the
mean E[0()] and variance V[0()] of 6(*) at step .

FOED], V]eD]) = min i E§<t>7§<t+1>7___75<pn[z(gmﬂ

a®) a(t+1) | (T
Because we can express the E[#()] and V[0()] in terms of the E[#(*~1)] and V[#(*~D] of #*~1) and
the learning rate a(*~1) at the previous time step,
00 = (1 — VRt 4 oD pget=1
= (E[0V], (VI6W])?) = (1 — " DR)EB V], (1 - VR VIV + (ol Vho)?),
we can solve the minimization problem recursively by,
FO (B[], VO] = min O (BB, VO], alt-D).

alt—1)
Now, let’s first derive the form of f for T, T — 1,T — 2 for illustration. Let A®) = (E[9")])? +
(V[0®)])2. We can find a recurrence relation in terms of A:
A(t) — (l—a(t_l)h)Q((E[Q(t_l)])2+V[9(t_1)}2)+(a(t_1)h0)2 — (1_a(t—1)h)QA(t—1)+(a(t—l)ho,)2
Since f depends on E[f] and o only through A, so we instead write f as a function of A:
1
f(t)(A(T)) - §hA(T) + o2
Now since A7) is a function of a(T=1), if we take the derivative of f®*) w.r.t. «(T—1 and setting it
to zero, we get:

a1 dATY

da@D ~ 3" gar—z =0
dA™
da(T—1) —
A(T-1)
= a(Tfl)* _

W(AT=D o2

Thus we can write AT in terms of AT~V and the optimal a/(T—1)*:

AT (AT g1y (g _ ATy AT,
( et ) =01~ m) + (mg)
§ (T-1)
— g 2 T—1 A 9
= Gy AT )
AT-1) 52
TAT g2



Therefore,
f(T—l)(A(T—l)) - %hA(T) + o2

1 A(T—1)0_2 5
= gh(gA(Tfl) T 0_2) +o

Now since A(T=1) is a function of a(T=2) if we take the derivative of f(T~1) w.rt. o(T=2) and
setting it to zero, we get:

df(T—l) 1 hot dA(T-D

I da(T—2) _
daT-2) ~ 2 (AT-1) 1 g2)2 —
dA(Tfl)
daT-2) ~
(T-2)
= a(T_Q)* — A—
h(A(T=2) 4 52)
T-2) 2
= fT-2AT-2) = Wu) + o2

T2 2AT-2) 4 52

We then observe the form of f7_ can be easily derived by induction on k, and use the identity that,

(a%,)b _ ab
k() +b  (k+1a+b

The learning rate then follows immediately by taking the derivative of fr_; w.r.t. a(7=F=1 and
setting it to zero. Hence we conclude, forall 7 € N,and k € N, 1 < k < T, we have,

1 A(Tfk)O.Z
M) p(T=k)\ _ (2 ¢ 2

f (A )_2h(]€A(T_k)+O'2)+U . (8)

Therefore, the optimal learning o(*) at timestep t is given as,

AWM
(&)

C T RAD 102y ®
which agrees with the greedy optimal learning rate. O
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