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Abstract

We improve previous end-to-end differentiable neural networks (NNs) with fast weight memories. A gate mechanism updates fast weights at every time step of a sequence through two separate outer-product-based matrices generated by slow parts of the architecture. The system is trained on a complex sequence to sequence variation of the Associative Retrieval Problem with roughly 50 times more temporal memory (i.e. time-varying variables) than similar-sized standard recurrent NNs (RNNs). In terms of accuracy and number of parameters, our architecture outperforms a variety of RNNs, including Long Short-Term Memory, Hypernetworks, and related fast weight architectures. We relate this to meta-learning through an experiment which shows how the slow weights can learn an on-line learning program which can generate a smaller program able to answer a set of queries.

1 Introduction and Related Work

Recurrent Neural Networks (RNNs) are general parallel-sequential computers that can implement algorithms which map input sequences to output sequences. In practical applications, most RNNs are Long Short-Term Memory (LSTM) networks [12, 7, 9, 23], now used billions of times per day for automatic translation [27, 16], speech recognition [17], and many other tasks [23]. However, both plain RNNs and LSTMs have difficulties with certain memorization tasks, such as copying long input sequences [28], or various high-level cognitive tasks [14, 4].

Here we explore a generalization of the Associative Retrieval problem. We follow Danihelka et. al. [4] but turn the task into a general sequence to sequence problem and substantially increased its complexity. The underlying mechanism behaves like a dictionary that communicates a bounded number of key-value pairs using a syntax of storage and query tokens. To overcome current RNN limitations on this task, we propose a fast weight architecture able to learn and generalize using many fewer parameters.

Networks with non-differentiable fast weights or “dynamic links” have been published since 1981 and emerged out of biological evidence and the efforts of storing activation patterns in the weights of an associative network [25, 6, 11]. Subsequent work showed that a slow network can use gradient descent learning to control fast weights of a separate network (or of itself) in end-to-end differentiable fashion [19, 21, 20]. Recently there has been a resurgence of fast weight-inspired architectures [1, 10, 3, 15].

Large standard RNNs have a very small ratio between the numbers of time-varying variables (the activations of their units) and gradient-descent-learnable parameters (their weights) [21]. In fast weight systems, however, the number of time-varying variables (including the fast weights) can exceed the number of learnable parameters. This can help to greatly reduce model complexity.
We improved the update mechanism through which the slow network learns to write its fast weight memory. The fast weights can be viewed as a program, efficiently computed on the fly by the slow net.

2 Method

Our architecture consists of the two networks \( s \) and \( f \) which both operate on the input sequence in parallel. The fast network \( f \) outputs the targets while the slow network \( s \) generates on-the-fly weight-updates for \( f \) using two separate outer-product-based matrices and a gating mechanism. \( s \) is called the slow network because its weights change only after every mini-batch according to the gradient-based learning algorithm. \( f \), on the other hand, is called the fast network because its weights can change after every time step.

For simplicity, we chose both to be standard RNNs. The following formulas are for a single sample or a batch size of 1. Uppercase letters refer to real-valued matrices while lowercase letters refer to vectors. Biases, a shared input embedding, and a shared output projection are omitted for simplicity. The weights of the slow network are abbreviated by \( S \) and the generated weights for the time-varying fast network by \( F \). In both cases we use a 2-layer transition RNN (but other recurrent architectures could be used).

Recall the basic RNN formulation,

\[
h_{t+1} = \phi(W[h_t; x_t])
\]

where \( h \) is the hidden state, \( \phi \) is a non-linear activation function such as \( \tanh \), \( x_t \) is the current input from the input sequence \( X = (x_1, x_2, ..., x_T) \), and the weights \( W \in \mathbb{R}^{n \times n} \) are fixed parameters.

Analogously, we define the the slow network \( s(x_t, h^S_t) \):

\[
[z^S_t; \Delta^{(1)}_t; \Delta^{(2)}_t] = S^{(2)} \tanh(S^{(1)}[h^S_t; x_t])
\]

\[
h^S_{t+1} = \tanh(z^S_t)
\]

Where \( h^S \) is the hidden state of the slow network, \( S^{(1)} \in \mathbb{R}^{p \times n} \) and \( S^{(2)} \in \mathbb{R}^{p \times p} \) are ordinary weights, and \( \Delta^{(1)}_t \in \mathbb{R}^{2(n+m)} \) and \( \Delta^{(2)}_t \in \mathbb{R}^{4m} \) are the update representations for \( F^{(1)}_{t+1} \) and \( F^{(2)}_{t+1} \), respectively.

Similarly, we define our fast network \( f_t(x_t, h^F_t) \):

\[
h^F_{t+1} = \mathcal{LN}(\tanh(F^{(2)}_{t} \mathcal{LN}(\tanh(F^{(1)}_{t}[h^F_t; x_t]))))
\]

Where \( h^F \) is the hidden state of the fast network, \( \mathcal{LN}(\cdot) \) refers to layer normalization (LN) as introduced in previous work [2], and \( F^{(1)} \in \mathbb{R}^{m \times n} \) and \( F^{(2)} \in \mathbb{R}^{m \times m} \) are generated weights which can change after every step.

For each update representation \( \Delta_t \) we compute the corresponding \( F_{t+1} \) as follows:

\[
[a_t; \beta_t; \gamma_t; \delta_t] = \Delta_t
\]

\[
H_t = \tanh(a_t) \tanh(\beta_t)^T
\]

\[
T_t = \sigma(\gamma_t) \sigma(\delta_t)^T
\]

\[
F_{t+1} = T_t \odot H_t + (1 - T_t) \odot F_t
\]

Where \( H \) and \( T \) are outer products to generate weight matrices in a Hebb-like manner [19] and have the same dimensionality as the respective \( F \), \( \odot \) is the element-wise product, and \( 1 \) denotes a matrix of ones. We observed instabilities in the beginning of training, attributing this to extreme weight updates of the not yet trained slow network. However, using LN after the activation function mitigates this problem while also improving generalization. LN before the activation led to inferior results. In equation 8, a gating matrix blends the current fast matrix with a matrix update, like in the gating mechanism for activations in a highway network [24]. We also evaluated other multiplicative and additive interactions, using more than one matrix, but achieved best results with the specific update mechanism above.

Note that at a given time, the slow network \( s \) is generating weights for the next time step. This prevents \( s \) from learning a prediction which bypasses \( f \). We did not experiment with update delays greater than one step.
3 Experiments

Dataset We created a challenging sequence to sequence task based on the Associative Retrieval Problem, using a simple syntax of storage and query tokens. The network must emit correct responses to query tokens, and a default value in response to storage tokens. Since non-trivial problem-relevant outputs are rather sparse, our performance measure called partial accuracy ignores the trivial outputs. However, cost and respective gradients are computed over all outputs.

Model Our final architecture uses an embedding size of 15. The fast network is defined such that $h^F \in \mathbb{R}^{40}, F^{(1)} \in \mathbb{R}^{55 \times 40}, F^{(2)} \in \mathbb{R}^{40 \times 40}$ and the slow network such that $h^S \in \mathbb{R}^{40}, S^{(1)} \in \mathbb{R}^{55 \times 100}, S^{(2)} \in \mathbb{R}^{100 \times 394}$, both using a shared embedding of $\mathbb{R}^{15 \times 15}$ and a shared output projection $W \in \mathbb{R}^{40 \times 15}$ summing up to 46,234 trainable parameters (biases not listed for simplicity). We aim for a small, context-specific fast network and a slow network big enough to support a wide variety of fast network configurations while using as few weights as possible. Although the slow network has more weights than the fast one, it contains only 40 time-varying variables, namely the state vector $h^S$. The fast network, however, has 3840 time-varying variables ($h^F$, $F^{(1)}$, and $F^{(2)}$). This greatly increases the ratio between the numbers of time-varying variables and gradient-descent-learnable parameters [21].

Different configurations are possible. A larger $s$ seems to converge faster but does not improve performance.

![Figure 1: The left figure represents the accuracy over non-trivial targets and the right figure the respective bits per character. These are the validation set results of the best models of the four examined architectures due to our hyper parameter search.](image)

Results We provide our best experimental results for other architectures for which we performed a hyper parameter search using a mix of grid and random search over each architecture’s individual parameters. We compare our architecture (Gated-FW) to the LSTM, fast weights as a means of attention to the recent past (Attention-FW) [1], and HyperNetworks [10]. We also performed experiments with previous feed-forward and recurrent fast weight systems [19, 22] but were unable to get them to work well on this task. We trained all models using a sequence length of 32 and a batch size of 256. We didn’t perform learning rate decay or similar strategies but included the learning rate in our hyper parameter search. In the end, a learning rate of 0.002 achieved over all architectures yielded best results, and was fixed in a second phase for all models, to allow for a comparison of convergence qualities. For all models and experiments, we used the Nesterov accelerated Adam (Nadam) [5]. Adam achieved similar performance but tended to converge slower than Nadam.

Our model achieves the highest partial accuracy and the lowest partial bits per character (BPC) while using 83 times fewer parameters than the next best model. Again, "partial" refers only to the non-space targets.

Program Generation Experiment Meta-Learning is the process of learning to learn [18]. Inspired by previous work on RNN-based meta-learning [22, 13, 8], we show how our slow network can learn a simple on-line learning algorithm for our fast net. We consider the 20 bAbI tasks [26], a set of synthetic question answering datasets, designed to test various reasoning capabilities. bAbI is a
widely used benchmark for neural networks with external memory mechanisms. Each bAbI task involves 10k training samples, each consisting of a story sequence, a query sequence and a single prediction.

We slightly modify our architecture as follows. During the story sequence we run the slow and fast networks in parallel. Then we reset the hidden state of the fast network $h^n_F$ to zeros and stop running the slow network. Then only the fast network processes the query sequence to produce the desired output in the end. Now every sample in the training set consists of an individual training sequence, the story, and an individual test sequence, the query with the final output.

That is, after the story sequence, the weights of the fast network are frozen. The only way of transferring information from the story is through fast weight generation prior to the query sequence. To solve this problem, the system has to transfer the important information from the story into a program able to correctly answer a variety of queries, given the story.

## 4 Conclusion

We provide a new way of updating the weight matrix of a fast NN through a slow RNN controlling a gate and two outer product-based matrices. We also introduce a more complex variation of the Associative Retrieval Problem which requires the system to store a number of associations from the input sequence, to retrieve them if necessary, and to forget them in favor of new associations. Our so-called Gated Fast Weights Architecture significantly increases the number of time-varying variables per learnable parameter, and outperforms other architectures in terms of convergence, accuracy, and number of parameters.
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Supplementary Material

A Model Visualization

Figure 2: An informal pictogram which visualises the fast and slow network of our architecture at time step \( t \). \( e(x_t) \) refers to the embedding of \( x_t \). Biases, activation functions, layernorm, and outer-products are not displayed.

B The Associative Retrieval Problem

Our version of the Associative Retrieval Problem consists of a simple syntax of storage and query tokens. All tokens are part of the inputs sequence while the generated answers to the query tokens are part of the output sequence. Storage tokens are key-value pairs while query tokens come with only a key to which the network must output the respective value according to a previously seen storage token. Whenever there is no query to respond to the network is supposed to output some default value which in our case is the empty space character. This means that non-trivial problem-relevant outputs are rather sparse.

Instead of measuring the accuracy of all outputs we use the partial accuracy which is the percentage of the correct outputs over all non-space characters. This is because all models learn very quickly to output spaces at every step which very quickly yields a high accuracy without actually having learned much.

The keys are 2 to 4 characters long while the respective values are a single character. All characters are uniformly sampled with replacement from a set of 8 possible ASCII characters (a to h). Each query token has to be a valid key which the network must have seen after the previous query token. Preceding every query token there are between 1 and 10 storage tokens. All query tokens and their respective storage tokens are then concatenated into one large sequence to not only value learning but also forgetting. The following is an example with only 2 queries with quotes to show the beginning and end of both sequences.

\[
\begin{align*}
x &: "S(hgb,c),S(ceaf,e),S(df,g),S(hac,b),Q(ceaf)e,S(hf,h),S(cc,d),Q(cc)d." \\
y &: "e \quad d"
\end{align*}
\]

We generate and concatenate 100'000 queries for the training set and 5'000 queries for the test and validation set and use truncated Backpropagation Through Time (truncated BPTT) to train the models. This results in a single training sequence of roughly 5.7 million characters and a test and validation sequence of roughly 288'000 characters each.